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Abstract

We compute the genus one correction to free energy of Hermitian two-matrix model in laN

limit in terms of theta-functions associated to the spectral curve. We discuss the relationship
expression to the isomonodromic tau-function, the Bergmann tau-function on Hurwitz spac
G-function of Frobenius manifolds and the determinant of Laplacian in a singular metric ov
spectral curve.
 2004 Elsevier B.V. All rights reserved.

PACS:02.90.+p

1. Two-matrix models: introduction

In this paper we study the partition function of the multi-cut two-matrix model[1,2]:

(1.1)ZN ≡ e−N2F :=
∫

dM1 dM2 e−N tr{V1(M1)+V2(M2)−M1M2},

where the integral is taken over all independent entries of two Hermitian matricesM1 and
M2 such that the eigenvalues ofM1 are concentrated over a finite set of intervals (cu
with given filling fractions. According to widely accepted point of view, we understa
the integral(1.1) as a formal asymptotic series with respect to powers of the matrix
N and the coefficients of the polynomial potentialsV1 andV2. Therefore, here we do no
discuss problems related to convergenceof this matrix integral; moreover, being interprete
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in the formal sense, the model can be easily extended to matrices whose eigenva
concentrated on a set of contours in the complex plane.

The asymptotic seriesF = ∑∞
G=0 N−2GFG with respect to the powers of 1/N2 play

an important role in physics. In particular, the coefficientsFG of these series can b
interpreted as generating functions of statistical physics models on random disc
polygonal surfaces of genusG, which are used as simplified models of euclidean
quantum gravity[3,4,6]; thus an expansion of this kind is called “topological expansio
Double scaling limits of these models correspond to statistical physics mode
continuous surfaces, with conformal invariance properties. According to this philosoph
the Hermitian one-matrix model corresponds to pure gravity (i.e.,q = 2), while the
Hermitian two-matrix models correspond to all(p, q) minimal models.

The interest to largeN matrix models was renewed after recent discovery of a c
relationship between the largeN expansion of the free energy of matrix models and
low-energy effective action of some string theories[27].

The computation of 1/N2 expansion for both one-matrix and two-matrix models
based on the loop equations, which were first derived for the one-cut solution o
Hermitian one-matrix model in[8]. For the two-cut case of the one-matrix model, when
spectral curve has genus one, the loop equations were derived in the works[9,10], where
F 1 was also found. The largeN expansion for the one-matrix model in the multi-cut ca
was discussed in recent papers[11–13], whereF 1 was computed in terms of holomorph
objects associated to the hyperelliptic spectral curve.

The loop equations for the Hermitian two-matrix model were derived in works[14,15]
of one of the authors of this paper; in these works the genus one correctionF 1 to the
free energy was computed for the spectral curves of genus zero (“one-cut” case) and o
(“two-cut” case).

In this paper we extend the results of the works[14,15] to “multi-cut” case, when the
genus of the spectral curve is arbitrary (up to the maximal genus, which can be com
in terms of degrees of polynomialsV1 andV2).

Let us write down the polynomialsV1 andV2 in the form

(1.2)V1(x) =
d1+1∑
k=1

uk

k
xk, V2(y) =

d2+1∑
k=1

vk

k
yk.

We shall use the following standard notations for the operators of differentiation
respect to coefficients of these polynomials:

(1.3)
δ

δV1(x)

∣∣∣∣
x

:=
d1+1∑
k=1

x−k−1k∂uk ,
δ

δV2(y)

∣∣∣∣
y

:=
d2+1∑
k=1

y−k−1k∂vk .

This notation will be used below to shorten some of the formulas; by definition the eq

δF

δV1(x)

∣∣∣∣
x

= H(x)

means that
∂F 1

∮

(1.4)

∂uk

=
2πik

x=∞
xkH(x) dx, k = 1, . . . , d1 + 1;
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a detailed discussion of this notation is contained in[17]. In fact, formally it is much more
convenient not to cut the functionsV1 andV1 to polynomials, but to consider instead t
Laurent series

(1.5)V1(x) =
∞∑

k=1

uk

k
xk, V2(y) =

∞∑
k=1

vk

k
yk.

In this case the formal relations

(1.6)
δV1(x)

δV1(x̃)
= 1

x̃ − x
,

δV ′
1(x)

δV1(x̃)
= 1

(x̃ − x)2
,

take place, which are used in the derivation of the loop equation. However, here we co
the polynomial case and understand all relations involving the operatorsδ/δV1(x) and
δ/δV2(y) in the sense of(1.4).

Consider the resolvents (also understood as formal power series)

(1.7)W(x) = 1

N

〈
tr

1

x − M1

〉
and W̃(y) = 1

N

〈
tr

1

y − M2

〉
.

As a corollary of(1.6), the free energy of the two-matrix model(1.1)satisfies the following
equations with respect to the coefficients of the polynomialV1:

(1.8)
δF

δV1(x)
=W(x),

δF

δV2(y)
= W̃(y),

which are also valid in the sense ofEqs. (1.4).
Assuming existence of the 1/N2 expansion, the highest order contributionF 0 to the free

energy was found usingEqs. (1.8)in [16]; it was computed in terms of holomorphic objec
associated to the “spectral curve” which arises inN → ∞ limit. The next coefficientF 1

was found in[14] for the case when the spectral curve has genus zero, and in[15] for the
case when the genus equals one.

The main result of this paper is an expression forF 1 for an arbitrary genus of “spectr
curve”. We computeF 1 in terms of algebro-geometric objects associated to the spect
curve using the loop equations.

The spectral curve is defined by the following equation:

(1.9)E0(x, y) := (
V ′

1(x) − y
)(

V ′
2(y) − x

)−P0(x, y) + 1 = 0,

where the polynomial of two variablesP0(x, y) is the zeroth order term in the 1/N2

expansion of the polynomial

(1.10)P(x, y) := 1

N

〈
tr

V ′
1(x) − V ′

1(M1)

x − M1

V ′
2(y) − V ′

2(M2)

y − M2

〉
;

the pointP of this curve is a pair of complex numbers(x, y) satisfying(1.9).
The spectral curve(1.9) arises together with two meromorphic functionsf (P ) = x

and g(P ) = y, which project it down tox and y-planes, respectively. These functio
have poles only at two points ofL, called∞f and∞g : at ∞f the functionf (P ) has

a simple pole, and the functiong(P ) has a pole of orderd1 with singular part equal
to V ′

1(f (P )). At the point∞g the functiong(P ) has a simple pole, and the function
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f (P ) has a pole of orderd2 with singular part equal toV ′
2(g(P )). Therefore, we naturall

obtain the moduli spaceM of triples (L, f, g), where functionsf andg have the pole
structure described above. The natural coordinates on this moduli space can be chos
coefficients of polynomialsV1 andV2, and additionalg numbers, called “filling fractions
εα = 1

2πi

∮
aα

g df , whereaα are (chosen in some way) canonicala-cycles onL.
Denote the zeros of the differentialdf by P1, . . . ,Pm1 (m1 = d2 +2g +1) (these points

play the role of the ramification points if we realize the spectral curveL as a branche
covering of complexx-plane); the projections of the ramification points on thex-plane are
called the branch points, which we denote byλj := f (Pj ). The zeros of the differentia
dg (the ramification points corresponding to representation of the spectral curveL as a
covering of the complex plane defined by the functiong(P )) we denote byQ1, . . . ,Qm2

(m2 = d1 + 2g + 1); their projections on they-plane (the branch points) we denote
µj := g(Qj ). We shall assume that the pair of potentialsV1 andV2 is generic, i.e., all the
zeros of the differentialsdf anddg are simple and distinct.

If is well known [16] how to express all standard algebro-geometrical objects oL
in terms of the previous data. In particular, the canonical meromorphic bidiffere
B(P,Q) = dP dQ lnE(P,Q) (E(P,Q) is the prime-form) can be represented as follow

(1.11)B(P,Q) = δg(P )

δV1(f (Q))

∣∣∣∣
f (Q)

df (P ) df (Q)

(see[16] for the proof); the bidifferentialB(P,Q) is symmetric and has a quadratic po
on the diagonalP → Q with the following local behavior:

(1.12)B(P,Q) =
{

1

(z(P ) − z(Q))2
+ 1

6
SB(P ) + o(1)

}
dz(P ) dz(Q),

where z(P ) is some local coordinate;SB(P ) is the Bergmann projective connectio
(SB(P ) transforms as a quadratic differential under Möbius transformations of the
coordinate; an appropriate Schwarzian derivative term is added to the projective conn
if one makes an arbitrary transformation of the local coordinate).

Consider also the four-differentialD(P,Q) = dP d3
Q lnE(P,Q), which has on the di

agonal a pole of the 4th degree:D(P,Q) = {6(z(P ) − z(Q))−4 + O(1)}dz(P ) (dz(Q))3.
FromB(P,Q) andD(P,Q) it is easy to construct meromorphic normalized (alla-periods
vanish) 1-forms onL with single pole; in particular, if the pole coincides with ramificati
pointPk , the natural local parameter nearPk is given byxk(P ) = √

f (P ) − λk . Then the
following objects:

(1.13)B(P,Pk) := B(P,Q)

dxk(Q)

∣∣∣∣
Q=Pk

, D(P,Pk) := D(P,Q)

(dxk(Q))3

∣∣∣∣
Q=Pk

are meromorphic normalized 1-forms onL with a single pole at the pointPk and the
following singular parts:

B(P,Pk) =
{

1

xk(P )2 + 1

6
SB(Pk) + o(1)

}
dxk(P ),{ }
(1.14)D(P,Pk) = 6

xk(P )4
+ O(1) dxk(P )
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asP → Pk , whereSB(Pk) is the Bergmann projective connection computed at the branc
pointPk with respect to the local parameterxk(P ).

In the order 1/N2 Eqs. (1.8)look as follows (we write down only the equations w
respect to the coefficients of the polynomialV1):

(1.15)
δF 1

δV1(f (P ))
= −Y 1(P ),

whereY 1 is the 1/N2 contribution to the resolventW . The functionY 1 can be compute
using the loop equations[14], which leads to the following expression:

Y (1)(P ) df (P )

(1.16)=
m1∑
k=1

{
− 1

96g′(Pk)
D(P,Pk) +

[
g′′′(Pk)

96g′2(Pk)
− SB(Pk)

24g′(Pk)

]
B(P,Pk)

}
.

The solution ofEqs. (1.15), (1.16)which is invariant with respect to the projection chan
(i.e., which satisfies also the required equations with respect to the coefficients
polynomialV2), looks as follows:

(1.17)F 1 = 1

24
ln

{
τ12
f (vd2+1)

1− 1
d2

m1∏
k=1

dg(Pk)

}
+ d2 + 3

24
lnd2,

whereτf is the so-called Bergmann tau-function on the Hurwitz space. The Bergma
tau-function is defined as the (unique up to an additive constant) solution of the follo
system of equations with respect to the branch pointsλk :

(1.18)
∂

∂λk
ln τf = − 1

12
SB(Pk).

The Bergmann tau-function(1.18) appears in many important problems: it coincid
with the isomonodromic tau-function of Hurwitz Frobenius manifolds[18], and gives
the main contribution to theG-function (the solution of Getzler equation) of the
Frobenius manifolds; it gives the most non-trivial term in the Jimbo–Miwa tau-func
corresponding to a Riemann–Hilbert problem with regular singularities and quas
permutation monodromies. Finally, its modulus square essentially coincides wit
determinant of Laplace operator in metricswith conic singularities over Riemann surfac
[19]. The solution of the system(1.18)was found in[20] and can be described as follow

Introduce the divisor(df ) = −2∞f −(d2+1)∞g +∑m1
k=1 Pk :=∑m1+2

k=1 rkDk . Choose

some initial pointP ∈ L̂ and consider the vector of Riemann constantsKP and the Abel
mapAα(Q) = ∫Q

P wα (wα are normalized holomorphic 1-forms onL). Since all the zero

of the differentialdf have multiplicity 1, we can always choose the fundamental ceL̂
of the universal covering of the spectral curveL in such a way thatA((df )) = −2KP

(for an arbitrary choice of the fundamental domain these two vectors coincide only

an integer combination of the periods of the holomorphic differentials); the Abel map is
computed along a path which does not intersect the boundary ofL̂.
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The main ingredient of the Bergmann tau-function is the following holomor
multivaluedg(1− g)/2-differentialC(P ) onL:

(1.19)C(P ) := 1

W(P)

g∑
α1,...,αg=1

∂gΘ(KP )

∂zα1 . . . ∂zαg

wα1(P ) . . .wαg (P ),

where

(1.20)W(P) := det
1�α,β�g

∥∥w(α−1)
β (P )

∥∥
denotes the Wronskian determinant of the holomorphic differentials. Introduce als
quantityQ defined by the expression

(1.21)Q= [
df (P )

] g−1
2 C(P )

m+2∏
k=1

[
E(P,Dk)

] (1−g)rk
2 ;

this combination is independent of the pointP ∈ L. Then the Bergmann tau-function(1.18)
on the Hurwitz space is given by the following expression:

(1.22)τf =Q2/3
m+n∏

k,l=1, k<l

[
E(Dk,Dl)

] rkrl
6 ;

together with(1.17) this gives a formula for the genus one correction in Hermitian t
matrix model.

If the potentialV2 is quadratic, the integration with respect toM2 in (1.1)can be taken
explicitly, and the free energy(1.17)gives rise to the free energy of one-matrix model. T
spectral curveL in this case becomes hyperelliptic, and the formula(1.17)turns into (after
using the expression forτf obtained in[23])

(1.23)F 1 = 1

24
ln

{
∆3(detA)12

2g+2∏
k=1

g′(λk)

}
,

whereλk , k = 1, . . . ,2g +2, are the branch points ofL; ∆ is their Wronskian determinan
A is the matrix ofa-periods of the non-normalized holomorphic differentials onL.

The paper is organized as follows. InSection 2, following [14], we write down the loop
equations for the two-matrix model, and discuss the spectral curve and associated
which arise in the zeroth order in 1/N2 expansion. Here we derive also new variatio
formulas, which will be used later in computation of 1/N2 correction to free energy
In Section 3we solve the loop equations in 1/N2 approximation. Here we also expre
F 1 in terms of the Bergmann tau-function on Hurwitz spaces introduced in[18,26]. In
Section 4we recall an explicit expression for the Bergmann tau-function[20], and find its
transformation law under the change of projection of the spectral curve. This allows
a formula forF 1 which satisfies the full set of variational equations with respect to
coefficients of the polynomialsV1 andV2. In Section 5we derive variational equation

of F 1 with respect to filling fractions. InSection 6we discuss the links betweenF 1 and
other related objects: the determinant of Laplace operator, theG-function of Frobenius
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manifolds and the isomonodromic tau-function of Fuchsian system with quasi-permu
monodromies. Finally, inSection 7we consider the simplest partial cases, when
spectral curve is either rational (“one-cut” case) or elliptic (“two-cut” case); here we
describe reduction to the one-matrix model.

2. Loop equations: the leading term

Introduce the function

(2.1)Y (x) = V ′
1(x) −W(x).

In terms of the functionY Eqs. (1.8)for the free energy can be written as follows:

(2.2)
δF

δV1(x)
= V ′

1(x) − Y (x);
as well as(1.8), these equations are valid in the sense of(1.4).

To make use of the variational formula(2.2) we need to get some information abo
the functionY (x). This information is in principle contained in the loop equations, wh
follow from the reparametrization invariance of the partition function(1.1) (see[14] for
details). To write down the loop equations, in addition to the resolventW(x) (1.7), we
need to introduce the following objects:

• the polynomialP(x, y):

(2.3)P(x, y) := 1

N

〈
tr

V1(x) − V1(M1)

x − M1

V2(y) − V2(M2)

y − M2

〉
;

• the polynomialE(x, y)

(2.4)E(x, y) := (
V1(x) − y

)(
V2(y) − x

)−P(x, y) + 1;
• the functionU(x, y), which is a polynomial iny:

(2.5)U(x, y) := 1

N

〈
tr

1

x − M1

V ′
2(y) − V ′

2(M2)

y − M2

〉
;

• the functionU(x, y, z), which is also a polynomial iny:

U(x, y, z) := δU(x, y)

δV1(z)

(2.6)=
〈
tr

1

x − M1

V ′
2(y) − V ′

2(M2)

y − M2
tr

1

z − M1

〉
− N2U(x, y)W(z).

Now we can write down the loop equation

(2.7)U(x, y) = x − V ′
2(y) + E(x, y)

y − Y (x)
− 1

N2

U(x, y, x)

y − Y (x)
,

which arises as a corollary of the reparametrization invariance of the matrix integral(1.1)
[14].
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The residue of(2.7)at y = Y (x) leads to the following loop equation (for polynomia
of degree 3 this equation was first derived in[5]) for the functionY (x) := V ′

1(x) −W(x):

(2.8)E0(x,Y (x)
)= 1

N2
U
(
x,Y (x), x

)
.

To use the loop equations effectively we need to consider the 1/N2 expansion of all their
ingredients.

2.1. Leading order term: algebro-geometric framework

Assume that the functionY admits an expansion into a power series in 1/N2:

(2.9)Y (x) = Y 0 + 1

N2
Y 1 + · · · .

Then the master loop equation(2.8)in the leading order turns into an algebraic equatio
two variables,x andY (0)(x):

E
(
x,Y 0(x)

)= 0,

where

(2.10)E0(x, y) = (
V ′

1(x) − y
)(

V ′
2(y) − x

)−P0(x, y) + 1.

The polynomial equation

(2.11)E0(x, y) = 0

defines an algebraic curveL, which we call “spectral curve”; denote its genus byg (if
the spectral curve is non-singular, it has “maximal genus” equal tod1d2 − 1); a point
P of this curve is a pair of complex numbers(x, y) satisfying the polynomial equatio
(2.11). Therefore,Y 0 can be considered as a multi-valued function ofx. The curveL
is naturally equipped with two meromorphic functions: the functionf (P ) = x and the
functiong(P ) = y (≡ Y 0(x)). Since the polynomialP (2.3)and the functionE (2.4)are
symmetric with respect to the substitutionx ↔ y, V1 ↔ V2, the same algebraic curv
appears if we write down the loop equations forX(y) := V ′

2(y) − δF
δV2(y)

.
Analytical properties of the functionsf (P ) andg(P ) on L are well known (see[16,

17] and references therein). Namely,f (P ) and g(P ) are meromorphic functions onL
having poles only at the marked points∞f and∞g with the following pole structure: th
functionf (P ) has a simple pole at∞f and a pole of orderd1 at∞g ; the functiong(P ) has
a simple pole at∞g and a pole of orderd2 at∞f . Therefore, near∞f we can write down
the singular part ofg(P ) as a polynomial off (P ); near∞g we can represent the singul
part off (P ) as a polynomial ofg(P ); the coefficients of these polynomials coincide w
the coefficients of the polynomialsV ′

1 andV ′
2, respectively:

(2.12)g(P ) = V ′
1

(
f (P )

)− 1

f (P )
+ O

(
f −2(P )

)
asP → ∞f ,
(2.13)f (P ) = V ′
2

(
g(P )

)− 1

g(P )
+ O

(
g−2(P )

)
asP → ∞g.
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The dimension of the moduli space of triples(L, f, g) satisfying these conditions equa
d1 + d2 + g + 2.

Let us choose onL a canonical basis of cycles(aα, bα). Then coordinates on the spa
M can be chosen as follows:

• d1 + 1 coefficientsu1, . . . , ud1+1 of the polynomialV ′
1;

• d2 + 1 coefficientsv1, . . . , vd2+1 of the polynomialV ′
2;

• “filling fractions”

(2.14)εα := 1

2πi

∮
aα

g df.

In strictly physical situation the potentialsV1 andV2 should be such that, considerin
L as a branched covering defined by the functionf , one can single out the “physica
sheet (which includes the point∞f ) such that alla-cycles lie on this sheet and eacha-
cycle encircles exactly one branch cut (all corresponding branch points must be
the potentialsV1 andV2 are real). Similar requirement comes from theg-projection of
L. However, here we do not impose these “physical” requirements, i.e., we consid
“analytical continuation” of the physical sector, in the spirit of[27].

Nevertheless, the sheet of the curveL (realized as(d2 + 1)-sheeted branched coverin
by functionf ), which contains the point∞f , is called the “physical” sheet; the physic
sheet is well-defined at least in some neighborhood of∞f . Fixing some splitting ofL into
d2 + 1 sheets, we denote byx(k) (k = 1, . . . , d2 + 1) the point ofL belonging to thekth
sheet such thatf (x(k))x = x; we assume that the pointx(1) belongs to the physical she
of L, i.e.,x(1) → ∞f asx → ∞.

The polynomialE0(x, y) defining the spectral curveL (2.11)can also be rewritten a
follows:

(2.15)E0(x, y) = −vd2+1

d2+1∏
k=1

(
y − g

(
x(k)

))
.

The proof of(2.15)is simple: the functionE0 is given by(2.10); sinceP0 is a polynomial
of degreed2 − 1 with respect toy, the functionE0 is a polynomial of degreed2 + 1 in y;
its zeros are given byY 0(x(k)) according to the definition of the pointsx(k). Comparison
of the coefficients in front ofyd2+1 leads to(2.15).

2.2. Some variational formulas

If a Riemann surface is realized as a branched covering of the Riemann sphe
branch points can be used as natural local coordinates on the moduli space. Dependenc
of normalized holomorphic differentials, the matrix ofb-periods and the canonic
meromorphic bidifferential on the branch points is given by Rauch variational formula[7]
(for a simple proof see[21]). However, on our moduli space the set of natural coordinat

given by the coefficients of polynomialsV1 andV2 and the filling fractions. To differentiate
all interesting objects with respect to these coordinates we need to know the matrix of
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derivatives of the branch points with respect to coefficients ofV1, V2 and filling fractions.
This matrix was computed in[16]; below we re-derive some of these formulas, and pr
new variational formulas, required in our context.

In [16] Eqs. (2.2), together with analogous equations with respect toV2(y), were solved
in the leading term, i.e., it was found a solution of the system

δF 0

δV1(f (P ))

∣∣∣∣
f (P )

= V ′
1

(
f (P )

)− g(P ),

δF 0

δV2(g(P ))

∣∣∣∣
g(P )

= V ′
2

(
g(P )

)− f (P )

which a posteriori turns out to satisfy also the following equations with respect to the fi
fractions:

∂F 0

∂εα

= Γα :=
∮
bα

g(P ) df (P ).

To find a solution ofEqs. (2.2)in order 1/N2 (which would also satisfy a similar set o
equations with respect toV2(y)) we shall need the following.

Lemma 1. The following variational formulas take place:

(2.16)− δλk

δV1(f (P ))
g′(Pk) df (P ) = B(P,Pk),

(2.17)
δ{g′(Pk)}
δV1(f (P ))

∣∣∣∣
f (P )

df (P ) = 1

4

{
D(P,Pk) − g′′′(Pk)

g′(Pk)
B(P,Pk)

}
,

where prime denotes derivative with respect to the local parameterxk := xk(Q) =√
f (Q) − λk .

Proof. We start from the formula(1.11):

(2.18)B(P,Q) = δg(P )

δV1(f (Q))

∣∣∣∣
f (Q)

df (P ) df (Q).

Let us rewrite this formula in the limitQ → Pk using the local parameterxk(Q). First we
notice that for any coordinatet on our moduli space the following identity takes place:

(2.19)gt (Q)|f (Q)df (Q) = gt (Q)|xk(Q) df (Q) − ft (Q)|xk(Q) dg(Q),

which follows from differentiation of the functiong(t, f (xk, t)) with respect to variablet
using the chain rule. In particular,

δg(Q)

δV1(f (P ))

∣∣∣∣ (Q)df (Q) = δg(Q)

δV1(f (P ))

∣∣∣∣ df (Q) − δg(Q)

δV1(f (P ))

∣∣∣∣ dg(Q).
(2.20)

f xk(Q) xk(Q)
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Consider now the first several terms of the local expansion ofg(Q), dg(Q) andB(P,Q)

asQ → Pk :

(2.21)g(Q) = g(Pk) + g′(Pk)xk + · · · ,
(2.22)dg(Q) =

{
g′(Pk) + g′′(Pk)xk + 1

2
g′′′(Pk)x

2
k + · · ·

}
dxk,

(2.23)B(P,Q) =
{
B(P,Pk) + B ′(P,Pk)xk + 1

2
B ′′(P,Pk)x

2
k + · · ·

}
dxk.

Taking into account thatf (Q) = x2
k + λk , and substituting these relations into(2.20), we

get in the zeroth order the formula(2.16).
Coincidence of coefficients in front ofxk in (2.20)gives rise to the following relation

which defines the dependence ofg(Pk) on {uk}:

(2.24)

{
2

δg(Pk)

δV1(f (P ))
− δλk

δV1(f (P ))
g′′(Pk)

}
df (P ) = B ′(P,Pk);

we present this relation only for completeness, since it will not be used below.
Finally, collecting the coefficients in front ofx2

k , we get

2
δg′(Pk)

δV1(f (P ))
− 1

2

δλk

δV1(f (P ))
g′′′(Pk) = 1

2

B ′′(P,Pk)

df (P )
,

which leads to(2.17)after using(2.16). �

3. Solution of loop equation in 1/N2 approximation

The main goal of this paper is to find a solution of the following equation:

(3.1)
δF 1

δV1(x)
= −Y 1(x),

whereY 1(x) is determined from the 1/N2 expansion of the loopEq. (2.8). Eq. (3.1)is
valid in a neighborhood of the point∞f , i.e., in a neighborhood of the pointx = ∞ on the
“physical” (with respect to the variablex) sheet of the spectral curveL. The functionF 1

should also satisfy the equation

(3.2)
δF 1

δV2(y)
= −X1(y),

where the functionX1(y) should be found from the loop equation written down w
respect to the matrixM2 in a neighborhood of the point∞g . We shall first solveEqs. (3.1),
and then check the symmetry of the obtained expression with respect to the cha
projectionf ↔ g.

To expressY 1 in terms of the objects associated to the spectral curveL we consider the
1/N2 term of the master loop equation(2.8). We have( )
E
(
x,Y (x)

)= E0 f (P ), g(P ) + 1

N2
Y 1(P ) + · · ·
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(3.3)+ 1

N2E
1(f (P ), g(P )

)+ · · ·
asP → ∞f , where, as before, in a neighborhood of∞f , f (P ) = x; g(P ) = Y 0(x). The
1/N2 expansion ofE(x, y) looks as follows:

(3.4)E(x, y) = E0(x, y) + 1

N2E
1(x, y) + · · · ;

sinceE1(x, y) = −P1(x, y), we can further rewrite this expression in a neighborhoo
the point∞f as follows:

E
(
x,Y (x)

)= E0(f (P ), g(P )
)

(3.5)+ 1

N2

{
E1(f (P ), g(P )

) + Y 1(P )E0
y

(
f (P ), g(P )

)}+ · · · .
Therefore, the 1/N2 term of the master loop equation(2.8)gives

U0(f (P ), g(P ),f (P )
)= E1(f (P ), g(P )

) + Y 1(P )E0
y

(
f (P ), g(P )

)
asP → ∞f , or

(3.6)Y 1(P ) = U0(f (P ), g(P ),f (P )) +P1(f (P ), g(P ))

E0
y (f (P ), g(P ))

.

To make this formula more explicit we need to expressU0(f (P ), g(P ),f (P )) in terms of
known objects using the loop equation(2.7). According to the definition ofU0(x, y, z) we
have:

(3.7)U0(x, y, z) = −δU0(x, y)

δV1(z)
.

On the other hand, the zeroth order term of(2.7)gives

(3.8)U0(x, y) = x − V ′
2(y) + E0(x, y)

y − g(x(1))

(as before,x(1) denotes a point on the physical sheet ofL). Therefore,

(3.9)U0(x, y, z) = −δE0(x, y)/δV1(z)

y − g(x(1))
− E0(x, y)

(y − g(x(1)))2

δg(x(1))

δV1(z)
.

Using the form(2.15)of the polynomialE0(x, y), we can further rewrite this expressio
as follows:

(3.10)
δE0(x, y)

δV1(z)
= −E0(x, y)

d2+1∑
k=1

δg(x(k))

δV1(z)

1

y − g(x(k))
.

Substituting this formula into(2.15), we get

0 d2+1∑ (k)
(3.11)U0(x, y, z) = E (x, y)

y − g(x(1))
k=2

δg(x )

δV1(z)

1

y − g(x(k))
.



a

y the

e

B. Eynard et al. / Nuclear Physics B 694 [PM] (2004) 443–472 455

Choosingz = x = f (P ) and taking the limity → g(x(1)), we have

(3.12)U0(f (P ), g(P ),f (P )
)= E0

y

(
f (P ), g(P )

) d2+1∑
k=2

δg(x(k))

δV1(f (P ))

1

g(P ) − g(x(k))

asP ≡ x(1) → ∞f . Now (3.6)can be rewritten as follows:

(3.13)Y 1(P ) = P1(f (P ), g(P ))

E0
y (f (P ), g(P ))

+
∑

Q �=P : f (Q)=f (P )

δg(Q)

δV1(f (P ))

1

g(P ) − g(Q)

asP → ∞f ; this expression can be further transformed, using the formula(1.11)for the
bidifferentialB(P,Q):

Y 1(P ) df (P ) = P1(f (P ), g(P ))

E0
y (f (P ), g(P ))

df (P )

(3.14)+
∑

Q �=P : f (Q)=f (P )

B(P,Q)

df (Q)

1

g(P ) − g(Q)
;

now we see that the 1-formY 1(P ) df (P ) can be analytically continued from
neighborhood of∞f to the wholeL.

Lemma 2. Let the spectral curveL (2.11)be non-singular. Then the1-formY 1(P ) df (P )

(3.14) is a meromorphic1-form on the spectral curveL which has poles(up to fourth
order) only at the branch pointsPk , i.e., at the zeros of differentialdf (P ).

Proof. Let us verify the non-singularity of the first term,

(3.15)
P1(f (P ), g(P ))

E0
y (f (P ), g(P ))

df (P )

of the expression(3.14), everywhere onL. For finite f (P ) the 1-form(3.15) can be
singular only at the zeros ofE0

y (f (P ), g(P )), which, if the curveL is non-singular, are
by definition the branch pointsPk ; these zeros are of the first order and are canceled b
zeros ofdf (P ) at the branch points.

To study the behavior of(3.15)at∞f and∞g we mention that the polynomialP(x, y)

(2.3) (and, therefore, also its first correctionP1(x, y)) is of degreed1 − 1 with respect to
x andd2 − 1 with respect toy. However, we can say a bit more aboutP1(x, y). Namely,
the coefficient ofP(x, y) in front of xd1−1yd2−1 equalsud1+1vd2+1, which does not hav
any higher corrections. Therefore, the coefficient of the polynomialP1(x, y) in front of
xd1−1yd2−1 vanishes.

Now consider the behavior of the 1-form(3.15)near∞f . We have

E0
y

(
f (P ), g(P )

) = −(
V ′

2

(
g(P )

)− f (P )
)− (

V ′
1

(
f (P )

)− g(P )
)
V ′′

2

(
g(P )

)
−P0

y

(
f (P ), g(P )

);

this expression has a pole of orderd1d2 near ∞f as a corollary of the asymptotics
(2.12)of the functiong(P ) near∞f . The 1-formdf (P ) has a pole of second order at
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∞f . The most singular contribution ofP1(f (P ), g(P )) near∞f comes from the term
f d1−2(P )gd2−1(P ); it has pole of orderd1 − 2+ d1(d2 − 1) = d1d2 − 2. Summing up al
degrees, we see that(3.15)is non-singular near∞f .

Consider the 1-form(3.15) near ∞g . At ∞g the differentialdf (P ) has a pole of
orderd2 + 1; the main contribution toE0

y (f (P ), g(P )) is given by the term(V ′
1(f (P )) −

g(P ))V ′′
2 (g(P )), which has a pole of orderd1d2 + d2 − 1. Finally, the main contribution

to P1(f (P ), g(P )) comes from the termgd2−2(P )f d1−1(P ), which has a pole of orde
d1d2 − 2. Summing up all degrees, we see that(3.15)is non-singular at∞g .

Consider now the second term of(3.14)

(3.16)
∑

Q �=P : f (Q)=f (P )

B(P,Q)

df (Q)

1

g(P ) − g(Q)
.

The bidifferential B(P,Q) is singular (has second order poles) only at coincid
arguments, which now means thatP coincides withQ and with one of the branch poin
Pk . The denominatorg(P ) − g(Q) also vanishes only ifP coincides withQ, (i.e., again
both of them coincide with one of the branch pointsPk). It is slightly more complicated
to see that zeros ofdf (Q) do not produce any poles outside ofPk . Obviously,df (Q)

is singular ifP → Pk andQ = P ∗, whereP ∗ is another point such thatf (P ∗) = f (P )

andP ∗ → Pk asP → Pk . However,df (Q) is also singular ifQ coincides with one o
the branch pointsPk , while P remains on some other sheet, and does not tend toPk as
Q → Pk . In this case in the sum(3.16)we have two singular terms (with poles of fir
order), which correspond toQ andQ∗; however, the residues of these terms just differ
sign, and, therefore, the total sum(3.16)remains finite outside the branch pointsPk and
infinities∞f and∞g .

As P → ∞f , all corresponding pointsQ in (3.16)tend to∞g ; at all of these points
the differentialdf (Q) has poles of orderd2 + 2; all other terms remain non-singular a
non-vanishing. Therefore,(3.16)has a zero of orderd2 + 1 at∞f .

As P → ∞g , the situation is slightly more complicated. Let us enumerate the she
of L such, thatx(1) → ∞f andx(2), . . . , x(d2+1) → ∞g , asx → ∞. Let us also choos
P := x(d2+1). Then(3.16)can be split as follows:

B(x(1), x(d2+1))

df (x(1))

1

g(x(d2+1)) − g(x(1))

(3.17)+
d2∑

j=2

B(x(j), x(d2+1))

df (x(j))

1

g(x(d2+1)) − g(x(j))
.

As x → ∞, the first term in(3.17)has a zero of order two (df (x(1)) has a pole of order two
other multipliers remain non-singular andnon-vanishing). The bidifferentialB(P,Q) has
a pole of second order asx → ∞ in each term of the sum in(3.17). However,df (x(j)) has
a pole of orderd2 + 1, andg(x(d2+1)) − g(x(j)) has a simple pole asx → ∞. Therefore,
the whole expression(3.17)is non-singular (and even vanishing) asx → ∞. �

Remark 1. The condition of non-singularity of the spectral curve(2.11)made inLemma 2
means in physical language that the spectral curve has maximal possible genus equal to
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d1d2 − 1 for given degrees of polynomialsV1 andV2. If the genus of the spectral curv
is less than the maximal genus, the spectral curve must be singular; in this case th
singularity of the 1-formY 1(P ) df (P ) at the double points cannot be verified rigorou
However, this non-singularity is suggested by physical consideration: since we a
that at the double points the matrixM1 does not have any eigenvalues in the largeN

limit (i.e., corresponding filling fractions are equal to zero), there is no physical reason
corresponding resolvents to be singular at these points. Therefore, in the sequel w
assume thatY 1(P ) df (P ) is non-singular outside of branch points ofL both for maximal
and non-maximal genus. We should mention that this assumption was also made (explici
or implicitly) in the previous papers[8,9,13,15].

The singular parts ofY 1(P ) df (P ) at the branch pointsPk can be found from(3.14).
If, say, P → Pk , then the only term in(3.14) which contributes to singular part atPk

corresponds toQ = P ∗. Thus

(3.18)Y 1(P ) df (P ) = B(P,P ∗)
df (P ∗)

1

g(P ) − g(P ∗)
+ O(1) asP → Pk.

Consider the local expansion of all ingredients of this expression asP → Pk in terms of
the local parameterxk(P ) = √

f (P ) − λk :

g(P ) = g(Pk) + xk(P )g′(Pk) + 1

2
x2
k (P )g′′(Pk) + 1

6
x3
k (P )g′′′(Pk) + · · · ,

g
(
P ∗)= g(Pk) − xk(P )g′(Pk) + 1

2
x2
k (P )g′′(Pk) − 1

6
x3
k (P )g′′′(Pk) + · · · ,

df
(
P ∗)= 2xk(P ) dxk(P ),

B
(
P,P ∗)=

(
1

(2xk(P ))2 + 1

6
SB(Pk) + · · ·

)
dxk(P )

(−dxk(P )
)
.

We have

1

g(P ) − g(P ∗)
= 1

2xk(P )g′(Pk)

(
1− xk(P )2

6

g′′′(Pk)

g′(Pk)

)
+ · · · ,

and, asP → Pk ,

B(P,P ∗)

df (P ∗)
1

g(P ) − g(P ∗)

(3.19)

=
{
− 1

16x4
k (P )g′(Pk)

+
(

1

96

g′′′(Pk)

g′2(Pk)
− SB

24g′(Pk)

)
1

x2
k (P )

+ O(1)

}
dxk(P ).

Since, according to our assumption, the 1-formY 1(P ) df (P ) is non-singular onL
outside of the branch points, we can express this 1-form in terms of differentialsB(P,Pk)

andD(P,Pk) (1.13)using their behavior nearPk :

Y (1)(P ) df (P )
m1∑{ [ ′′′ ] }
(3.20)=
k=1

− 1

96g′(Pk)
D(P,Pk) + g (Pk)

96g′2(Pk)
− SB(Pk)

24g′(Pk)
B(P,Pk) ;
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as a result we rewriteEq. (3.1)for F 1 as follows:

δF 1

δV1(f (P ))
df (P )

(3.21)=
m1∑
k=1

{
1

96g′(Pk)
D(P,Pk) +

[
− g′′′(Pk)

96g′2(Pk)
+ SB(Pk)

24g′(Pk)

]
B(P,Pk)

}
.

Proposition 1. The general solutionsF 1 of the system(3.21)can be written as follows:

(3.22)F 1 = 1

2
ln τf + 1

24
ln

{
m1∏
k=1

g′(Pk)

}
+ C

({vk}, {εα}),
whereC({vk}, {εα}) is a function on our moduli space depending only on coefficien
the polynomialV2 and filling fractions{εα}; functionτf (the Bergmann tau-function o
Hurwitz space) is defined by the system of equations with respect to branch points{λk}:

(3.23)
∂

∂λk

ln τf = − 1

12
SB(Pk);

functionτf depends on coordinates{uk, vk, εα} as a composite function.

Proof. The derivative ofτf with respect toV1(f (P )) is computed via the chain rule usin
the variational formula(2.16); derivatives ofg′(Pk) with respect toV1(f (P )) are given
by (2.17). Collecting all these terms together we see that the derivative of(3.22)coincides
with (3.21). �

Therefore, to computeF 1 it remains to find the Bergmann tau-functionτf and to make
sure that the “constant”C({vk}, {εα}) is chosen such that the final expression is symme
with respect to the change of “projection”, i.e., thatF 1 satisfies alsoEqs. (3.2).

4. F 1 and Bergmann tau-function on Hurwitz spaces

4.1. Bergmann tau-function on Hurwitz spaces

Here, following[20], we discuss the Bergmann tau-function on Hurwitz spaces for th
stratum of the Hurwitz space which arises in the application to the two-matrix mode

The Hurwitz spaceHg,N is the space of equivalence classes of pairs (L, f ), whereL is
a compact Riemann surface of genusg andf is a meromorphic functions of degreeN .
The Hurwitz space is stratified according to multiplicities of poles of functionf . By
Hg,N(k1, · · · , kn), wherek1 + · · · + kn = N , we denote the stratum ofHg,N consisting
of meromorphic functions which haven poles onL with multiplicities k1, . . . , kn. (In
applications to two-matrix model we need to study the tau-function on the str

Hg,N(1,N − 1), when the functionf has only two poles: one simple pole and one pole of
orderN − 1.)
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Suppose that all critical points of the functionf are simple; denote them byP1, . . . ,PM

(m = 2N + 2g − 2 according to the Riemann–Hurwitz formula); the critical values
λk = π(Pk) can be used as (local) coordinates onHg,N(k1, . . . , kn). The functionf defines
the realization of the Riemann surfaceL as anN -sheeted branched covering ofCP 1 with
ramification pointsP1, . . . ,Pm and branch pointsλk = f (Pk); we denote points at infinity
by ∞1, . . . ,∞n. In a neighborhood of the ramification pointPk the local coordinate is
chosen to bexk := √

λ − λk , k = 1, . . . ,m; in a neighborhood of the point∞j the local
parameter isxm+j := λ−1/kj .

The bidifferentialB(P,Q) has a second order pole asQ → P with the local behavio
(1.12): B(P,Q)/{dz(P ) dz(Q)} = (z(P ) − z(Q))−2 + 1

6SB(P ) + o(1), wherez(P ) is a
local coordinate;SB(z(P )) is the Bergmann projective connection.

We define the Bergmannτ -functionτf (λ1, . . . , λm) locally by the system ofEqs. (3.23):

(4.1)
∂

∂λk

ln τf = − 1

12
SB(xk)

∣∣∣∣
xk=0

, k = 1, . . . ,m,

compatibility of this system is a simple corollary of the Rauch variational formulas[21].
Consider the divisor of the differentialdf : (df ) =∑m+n

k=1 rkDk whereDk := Pk , rk := 1
for k = 1, . . . ,m andDm+j = ∞j , rm+j = −(kj + 1) for j = 1, . . . , n; the corresponding
local parametersxk, k = 1, . . . ,m + n were introduced above.

Here and below, if an argument of a differential coincides with a pointDj of the divisor
(df ), we evaluate this differential at the pointDj with respect to the local parameterxj .
In particular, for the prime form we shall use the following conventions:

(4.2)E(Dk,Dl) := E(P,Q)
√

dxk(P )
√

dxl(Q)
∣∣
P=Dk,Q=Dl

for k, l = 1, . . . ,m+N . The next notation corresponds to prime-forms, evaluated at p
of divisor (df ) with respect to only one argument:

(4.3)E(P,Dl) := E(P,Q)
√

dxl(Q)
∣∣
Q=Dl

,

l = 1, . . . ,m + n; in contrast toE(Dk,Dl), which are just scalars,E(P,Dl) are−1/2-
forms with respect toP .

Denote byw1, . . . ,wg normalized (
∮
aα

wβ = δαβ ) holomorphic differentials onL;
Bαβ = ∮

bα
wβ is the corresponding matrix ofb-periods;Θ(z|B) is the theta-function.

Choose some initial pointP ∈ L̂ and introduce the vector of Riemann constantsKP

and the Abel mapAα(Q) = ∫Q

P
wα . Since all the zeros of the differentialdf have

multiplicity 1, we can always choose the fundamental cellL̂ of the universal covering
of L in such a way thatA((df )) = −2KP (for an arbitrary choice of the fundamental c
these two vectors coincide only up to an integer combination of the periods of holomo
differentials), where the Abel map is computed along a path which does not interse
boundary ofL̂.

The key entry of the Bergmann tau-function is the following holomorphic multiva
(1− g)g/2-differentialC(P ) onL:

1
g∑ ∂gΘ(KP )
(4.4)C(P ) :=
W(P)

α1,...,αg=1
∂zα1 · · ·∂zαg

wα1(P ) · · ·wαg(P ),
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where

(4.5)W(P) := det
1�α,β�g

∥∥w(α−1)
β (P )

∥∥
denotes the Wronskian determinant of holomorphic differentials.

The following theorem is a slight modification of the theorem proved in[20].

Theorem 1. The Bergmann tau-function(4.1) on the Hurwitz spaceHg,N(k1, . . . , kn) is
given by the following expression:

(4.6)τf =Q2/3
m+n∏

k,l=1,k<l

[
E(Dk,Dl)

] rk rl
6 ,

where the quantityQ defined by

(4.7)Q= [
df (P )

] g−1
2 C(P )

m+N∏
k=1

[
E(P,Dk)

] (1−g)rk
2

is independent of the pointP ∈L.

The proof of this theorem is very similar to[20]. The only technical difference i
appearance of higher order poles of the functionf .

4.2. Dependence of the Bergmann tau-function on the choice of the projection

Theorem 2. Letτf andτg be Bergmann tau-functions(4.6)corresponding to divisors(df )

and(dg), respectively. Then

(4.8)

(
τf

τg

)12

= C
(ud1+1)

1− 1
d1

(vd2+1)
1− 1

d2

∏
k df (Qk)∏
k dg(Pk)

,

where

(4.9)C = d
d1+3
1

d
d2+3
2

is a constant which is independent of moduli parameters.

Proof. As before, we assume that the fundamental cellL̂ is chosen in such a way th
A((df )) =A((dg)) = −2KP . Introduce the following convenient notation for the diviso
(df ) and(dg):

(4.10)(df ) =
m1∑
k=1

Pk − 2∞f − (d2 + 1)∞g :=
m1+2∑
k=1

rkDk,

m2∑ m2+2∑

(4.11)(dg) =

k=1

Qk − 2∞g − (d1 + 1)∞f :=
k=1

skGk.
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Since deg(df ) = deg(dg) = 2g − 2, we have
∑m1+2

k=1 rk = ∑m2+2
k=1 sk = 2g − 2. Then,

according to the expression(4.7)for the Bergmann tau-function, we have

(4.12)

(τf )12 = C8(P )
[
df (P )

]4g−4
m1+2∏
k,j=1

{
E(Dk,Dj )

}2rkrj

m1+2∏
k=1

{
E(P,Dk)

}rk(4−4g)
,

where the values of all prime-forms at the points of the divisor(df ) are evaluated in
the system of local parameters defined by the functionf : nearPk the local paramete
is xk(P ) = √

f (P ) − λk ; near∞f the local parameter isxm1+1(P ) = 1/f (P ), and near
∞g the local parameter isxm1+2 = [f (P )]−1/d2.

Similarly, we have

(4.13)

(τg)12 = C8(P )
[
dg(P )

]4g−4
m2+2∏
k,j=1

{
E(Gk,Gj )

}2sksj

m2+2∏
k=1

{
E(P,Gk)

}sk(4−4g)
,

where values of all prime-forms at the points of the divisor(dg) should be evaluated i
the system of local parameters defined by the functiong: nearQk the local parameter i
yk(P ) = √

g(P ) − µk ; near∞f the local parameter isym2+1(P ) = 1/g(P ), and near∞g

the local parameter isym2+2(P ) = [g(P )]−1/d2.
Therefore,

(4.14)

(
τf

τg

)12

=
∏m1+2

k,j=1{E(Dk,Dj )}2rkrj∏m2+2
k,j=1{E(Gk,Gj )}2sksj

{
df (P )

dg(P )

∏m2+2
k=1 {E(P,Gk)}sk∏m1+2
k=1 {E(P,Dk)}rk

}4g−4

.

Using independence of this expression of the pointP , we can split the(4g − 4)th
power into the product over points of the divisor(df ) + (dg) (the degree of this diviso
equals exactly 4g − 4). It is important to remember that, evaluating the prime-forms
differentialsdf anddg at the pointsDk andGk we fix the local parameters (these loc
parameters at the points of(df ) are defined via the functionf , and at the points of(dg) via
the functiong as explained above). Since the divisors(df ) and(dg) have common point
(∞f and∞g), in a neighborhood of each of these points we introduce two essential
different local parameters, and it is important to remember in each case in which lo
parameter the prime-forms are computed.

Another subtlety is that, being considered as functions ofP , different multipliers
in (4.14) either vanish or become singular ifP ∈ (df ) + (dg); cancellation of these
singularities should be accurately traced down.

Consider the first “half” of this expression, namely, the product overP ∈ (df ):

{
df (P )

dg(P )

∏m2+2
k=1 {E(P,Gk)}sk∏m1+2
k=1 {E(P,Dk)}rk

}2g−2

m1+2∏ { ∏m2+2 sk
}rl
(4.15)=
l=1

lim
P→Dl

df (P )

dg(P )

k=1 {E(P,Gk)}∏m1+2
k=1 {E(P,Dk)}rk
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=
m1+2∏

k,l=1, k<l

{
E(Dl,Dk)

}−2rkrl

m1+2∏
k=1

{
lim

P→Dk

df (P )

{E(P,Dk)}rk
}rk

(4.16)×
m1+2∏
l=1

{
lim

P→Dl

∏m2+2
k=1 {E(P,Gk)}sk

dg(P )

}rl

.

The first product looks nice since it cancels out against the first product in the numer
(4.14). Let us evaluate other ingredients of this expression. We haveDk = Pk , rk = 1 for
k = 1, . . . ,m1, Dm1+1 = ∞f , km1+1 = −2, Dm1+2 = ∞g, km1+2 = −(d2 + 1). Therefore,

m1+2∏
k=1

{
lim

P→Dk

df (P )

{E(P,Dk)}rk
}rk

=
{

lim
P→Dm1+1

{
df (P )E2(P,Dm1+1)

}}−2

(4.17)×
{

lim
P→Dm1+2

{
df (P )Ed2+1(P,Dm1+2)

}}−d2−1
m1∏
k=1

lim
P→Pk

df (P )

{E(P,Pk)} ,

where we do not write∞f and∞g instead ofDm1+1 andDm1+2, respectively, to indicate
that we need to use the system of local parameters related tof (P ). The last term in the
product(4.17)is the easiest one:

(4.18)lim
P→Pk

df (P )

{E(P,Pk)} = lim
xk(P )→0

2xk

xk

= 2.

In a similar way we evaluate the first term:

(4.19)lim
P→Dm1+1

{
df (P )E2(P,Dm1+1)

}= −1,

and the second one:

(4.20)lim
P→Dm1+2

{
df (P )Ed2+1(P,Dm1+2)

}= −d2.

It remains to evaluate the third product in(4.16):

m1+2∏
l=1

{
lim

P→Dl

∏m2+2
k=1 {E(P,Gk)}sk

dg(P )

}rl

=
(

m1∏
l=1

{
dg(Pl)

}−1

)( ∏
all k,l such thatDl �=Gk

{
E(Dl,Gk)

}rlsk

)

×
(

lim
P→Dm1+1

{
E(P,Gm2+2)

}d1+1
dg(P )

)2

(4.21)×
(

lim
P→Dm +2

{
E(P,Gm2+1)

}2
dg(P )

)d2+1
.

1

Consider the first limit in(4.21):
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Lemma 3.

(4.22)lim
P→Dm1+1

({
E(P,Gm2+2)

}d1+1
dg(P )

)2 = (
d2

1

)
(ud1+1)

1− 1
d1 .

Proof. Two different local parameters at the point∞f ≡ Dm1+1 ≡ Gm2+2 which we need
to use arexm1+1(P ) = f −1(P ) andym2+2(P ) = g−1/d1(P ). We have

(4.23)E(P,Gm2+2) = (ym2+2(P ) + · · ·)
d
√

ym2+2(P )
=
√

dxm1+1

dym2+2
(∞f )

(ym2+2(P ) + · · ·)√
dxm1+1(P )

.

Taking into account thatg(P ) = y
−d1
m2+2, we have

(4.24)dg(P ) = −(d1)(ym2+2)
−d1−1

(
dym2+2

dxm1+1
(∞f )

)
dxm1+1(P ).

Taking in (4.22) the limit P → Dm1+1, we indicate that all differentials in the brack
should be evaluated with respect to the local parameterxm1+1. Therefore, in(4.22) we
ignore all factorsdxm1+1(P ); then(4.22)turns out to be equal to

(4.25)
(
d2

1

)(dym2+2

dxm1+1
(∞f )

)1−d1

= (
d2

1

)
(ud1+1)

1− 1
d1 ,

where we took into account that, asP → ∞f , g = ud1+1x
d1 + · · ·; thus (dym2+2/

dxm1+1)(∞f ) = (ud1+1)
−1/d1. �

Consider now the second limit in(4.21):

Lemma 4.

(4.26)lim
P→Dm1+2

{
E(P,Gm2+1)

}2
dg(P ) = −1.

Proof. In analogy to(4.22)we have to evaluate the prime-form and the differentialdg in
the local parameter related to the functionf , which is given byxm1+2(P ) = (f (P ))−1/d2

(the local parameter near this point related to the functiong is ym2+1(P ) = (g(P ))−1). We
have nearDm1+2:

(4.27)E(P,Gm2+1) = ym2+1(P ) + · · ·√
ym2+1(P )

=
√

xm1+2

dym2+1
(∞g)

ym2+1(P ) + · · ·√
dxm1+2(P )

,

and

(4.28)dg(P ) = d

(
1

ym2+1(P )

)
= −dym2+1

xm1+2
(∞g)

dxm1+2(P )

y2
m2+1(P )

.

As before, substituting these expressions to(4.26) and ignoring the arising power of
dxm1+2(P ), we see that this limit equals−1. �
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Substituting this(4.26), (4.25)and(4.22)into (4.21), and collecting all terms in(4.16),
we get{

df (P )

dg(P )

∏m2+2
k=1 {E(P,Gk)}sk∏m1+2
k=1 {E(P,Dk)}rk

}2g−2

= {
2d2

1d
−(d2+1)
2

}
(ud1+1)

1− 1
d1

(
m1∏
l=1

{
dg(Pl)

}−1

)

(4.29)×
∏

Dl �=Gk
{E(Dl,Gk)}rlsk∏m1+2

k,l=1, k<l{E(Dl,Dk)}2rkrl
.

Now, computing the second “half” of(4.14), i.e., taking the product analogous to(4.16)
over points of divisor(dg), and multiplying it by(4.29), we come to the statement
Theorem 2. �
4.3. Bergmann tau-function andF 1

Theorem 3. The solutionF 1 Eqs. (3.1), (3.2), (3.20) is given by the following equivalen
formulas:

(4.30)F 1 = 1

24
ln

{
τ12
f (vd2+1)

1− 1
d2

m1∏
k=1

dg(Pk)

}
+ d2 + 3

24
lnd2 + C,

or

(4.31)F 1 = 1

24
ln

{
τ12
g (ud1+1)

1− 1
d1

m2∏
k=1

df (Qk)

}
+ d1 + 3

24
lnd1 + C.

Here τf and τg are the Bergmann tau-functions(4.6) built from divisors(df ) and (dg),
respectively; C is a constant.

Proof. From formulas(4.8), (4.9) it follows that expressions(4.30)and(4.31)coincide.
According toProposition 1, the expression(4.30)satisfiesEqs. (3.1), (3.20)with respect
to coefficients ofV1. Similarly, the expression(4.31)satisfies the analogous system(3.2)
with respect to coefficients ofV2. �
Remark 2 (Higher order branch points). If potentialsV1 andV2 are non-generic, i.e., som
(or all) of the branch points have multiplicity higher than 1, the formula(4.31)should be
only slightly modified. Namely, the expression for Bergmann tau-function(4.6) formally
remains the same in terms of the divisor of the differentialdf (the zeros ofdf can now
have arbitrary multiplicities). The expression forF 1 then looks as follows:

(4.32)F 1 = 1

48
ln

{
τ24
f (vd2+1)

2− 2
d2

m1∏
k=1

res|Pm

(dg)2

df

}
+ d2 + 3

24
lnd2 + C.
The proof of(4.32)is slightly more technically involved than the proof in the generic case
and will be published separately.
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5. Equations with respect to filling fractions

It is well known (see, for example,[17]) that normalized (
∮
aα

wβ = δab) holomorphic
differentials can be expressed as follows:

(5.1)2πiwα(P ) = ∂g(P )

∂εα

∣∣∣∣
f (P )

df (P ).

(Sketch of the proof: differentiating(2.14)with respect toεβ , we verify the normalization
conditions for differentials(5.1). The 1-formg df is singular at∞f and∞g ; at ∞f we
haveg = V ′

1(f )− 1/f + · · ·; this singularity disappears since coefficients ofV1 andV2 are
independent of filling fractions. Singularities of the derivative∂g/∂εα at the branch point
Pk are canceled by zeros ofdf at the same points. At∞g we have:x = V ′

2(g)−1/g +· · ·;
due to the thermodynamic identity

∂g

∂εα

∣∣∣∣
f

df = − ∂f

∂εα

∣∣∣∣
g

dg.

Since coefficients ofV2 are independent ofεα , the singularity ofg df at∞g also disappear
after differentiation.)

To obtain equations for derivatives ofF 1 with respect to filling fractions we shall prov
the following analog ofLemma 1:

Lemma 5. The following deformation equations with respect to filling fractions take pl:

(5.2)∂εαλk = −2πi
wα(Pk)

g′(Pk)
,

(5.3)
∂{g′(Pk)}

∂εα

= πi

2

{
w′′

a (Pk) − g′′′(Pk)

g′(Pk)
wα(Pk)

}
.

The proof is parallel to the proof of(2.16)and(2.17): from (5.1)we have

(5.4)
∂g(P )

∂εα

∣∣∣∣
xk(P )

df (P ) − ∂f (P )

∂εα

∣∣∣∣
xk(P )

dg(P ) = 2πiwα(P ).

Substituting the local expansions(2.22)of g(P ) and(2.23)of dg(P ), together with the
Taylor expansion ofwα(P )

(5.5)wα(P ) =
(

wα(Pk) + w′
α(Pk)xk + w′′

α(Pk)

2
x2
k + · · ·

)
dxk,

into (5.4), we get, sincef (P ) = x2
k (P ) + λk anddf (P ) = 2xk(P ) dxk(P ):(

∂εαg(Pk) + xk∂εαg
′(Pk) + 1

2
∂εαg

′′(Pk) + · · ·
)

2xk dxk

− ∂εαfk

(
g′(Pk) + g′′(Pk)xk + 1

2
g′′′(Pk)x

2
k + · · ·

)
dxk( )
= 2πi wα(Pk) + w′
α(Pk)xk + 1

2
w′′

α(Pk)x
2
k dxk.
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The zeroth order term gives(5.2). Collecting coefficients in front ofx2
k , and using(5.2),

we get(5.3).

Theorem 4. Derivatives of the functionF 1 (4.30), (4.31)with respect to filling fractions
look as follows:

(5.6)
∂F 1

∂εα

= −
∮
bα

Y 1(P ) df (P ),

whereY 1 df is defined by(3.20).

Proof. The vectors ofb-periods of 1-formsB(P,Pk) andD(P,Pk) can be expressed i
terms of the holomorphic differentials via the following standard formulas:

(5.7)
∮
ba

B(P,Pk) = 2πiwα(Pk),

∮
bα

D(P,Pk) = 2πiw′′
α(Pk).

Therefore, theb-periods of the 1-form−Y (1)(P ) df (P ) defined by(3.20)are given by
the following expression:

−
∮
bα

Y (1)(P ) df (P )

(5.8)= 2πi

m1∑
k=1

{
− w′′

a (Pk)

96g′(Pk)
+ g′′′(Pk)wa(Pk)

96g′2(Pk)
+ SB(Pk)wa(Pk)

24g′(Pk)

}
.

On the other hand, derivatives ofF 1 (4.30) with respect toεα can be computed usin
(5.2), (5.3) and equations for the Bergmann tau-function(3.23); the result coincides
with (5.8). �

6. F 1 and related objects

6.1. F 1, isomonodromic tau-function andG-function of Frobenius manifolds

We recall that the genus 1 correction tofree energy in topological field theories
given by the so-calledG-function of the associated Frobenius manifolds. TheG-function
is a solution of the Getzler equation[29]; for Frobenius manifolds related to quantu
cohomologies, theG-function was intensively studied as a generating function of elli
Gromov–Witten invariants (see[24,30]for references). In[24] it was found the following
formula for theG-function of an arbitrarym-dimensional semisimple Frobenius manifo

(6.1)G = ln
τI∏m

k=1 η
1/48
kk

,

where τI is the Jimbo–Miwa tau-function of Riemann–Hilbert problem associate

a given Frobenius manifold[18]; ηkk are the coefficients of the Darboux–Egoroff
(pseudo)metric corresponding to the semisimple Frobenius manifold.
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One of the well-studied classes of Frobenius manifolds arises from Hurwitz spaces[18].
For these Frobenius manifolds the isomonodromic tau-functionτI [18] is related to the
Bergmann tau-functionτf (3.23)as follows[25]:

(6.2)τI = τ
−1/2
f .

Therefore, the tau-function term is the same in the formulas(4.30)for F 1 and(6.1)for the
G-function (up to a sign, which is related to the choice of the sign in the exponent
definition(1.1)of the free energy). The solution of the Fuchsian system correspond
the tau-functionτI is not known explicitly. However, the same functionτI , being multiplied
with a theta-functional factor, equals the tau-function of a Riemann–Hilbert problem
quasi-permutation monodromy matrices which was solved in[26].

The metric coefficients of the Darboux–Egoroff metric, corresponding to a Hu
Frobenius manifold, are given in terms of an “admissible” 1-formϕ, defining the Frobeniu
manifold:

(6.3)ηkk = res|Pk

ϕ2

df
.

If, trying to develop an analogy with our formula(4.30) for F 1, we formally choose
φ(P ) = dg(P ), we getηkk = g′2(Pk)/2 and the formula(6.1) coincides with(4.30)up
to small details like sign, additive constant and the highest coefficient of the polynomV2
arising from the requirement of symmetry betweenf andg.

Therefore, we observe a formal analogy between our expression(4.30) for F 1 and
the Dubrovin–Zhang formula(6.1) for theG-function. Unfortunately, at the moment th
analogy remains only formal, since, from the point of view of Dubrovin’s theory[18],
the differentialdg is not admissible; therefore, the metricηkk = g′2(Pk)/2 built from this
differential is not flat; thus it does not define a Frobenius manifold. Therefore, the tr
origin of the analogy between theG-function of Frobenius manifolds andF 1 still has to
be explored.

6.2. F 1 and determinant of Laplace operator

Existence of a close relationship betweenF 1 and the determinant of certain Lapla
operator was suggested by several authors (see, e.g.,[27] for Hermitian one-matrix mode
[15] for Hermitian two-matrix model and, finally,[28] for normal two-matrix model with
simply-connected support of eigenvalues). In particular, in[28] F 1 was claimed to coincide
with the determinant of Laplace operator acting on functions satisfying Dirichlet boun
conditions in some domain.

However, in the context of Hermitian two-matrix model (as well as in the cas
Hermitian one-matrix model[27]) this relationship is more subtle.

First, if we do not impose any reality conditions on coefficients of polynomialsV1 and
V2, the functionF 1 is a holomorphic function of the moduli parameters (i.e., coefficie
of V1, V2 and filling fractions), while det∆ is always a real-valued function. The Lapla

operator∆f which should be playing a role here corresponds to the singular metric|df |2
of infinite volume.
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This problem disappears if we start from more physical situation, when all m
parameters are real, as well as the branch points of the Riemann surfaceL with respect
to both projections. In this caseF 1 is real-valued itself, as well as the determinant of
Laplace operator. However, little is known about rigorous definition of the determinan
of Laplace operators for the infinite volume, although such determinants were ac
used by string theorists without mathematical justification[31–33]. According to empirica
results of [33], the regularized determinant of Laplace operator∆f is given by the
formula

(6.4)
det∆f

Vol(L)det
B
= C|τf |2,

where Vol(L) is a regularized area ofL, ∆f is the Laplace operator defined in the singu
metric |df (P )|2, B is the matrix ofb-periods ofL, C is a constant.

In the “physical” case of real moduli parameters the empirical expression(6.4) for
ln{det∆f } coincides withF 1 (4.30)up to a simple power and additional multipliers.

Therefore, the relationship between Hermitian and normal two-matrix models[28] on
the level ofF 1 is not as straightforward as on the level of the functionsF 0 (F 0 for
Hermitian two-matrix model can be obtained fromF 0 for normal two-matrix model by
a simple analytical continuation[16,17,22,34]).

From the formula(6.4)we see thatTheorem 2which describes the dependence of
Bergmann tau-function on the projection choice is nothing but a version (working fo
singular metrics) of Alvarez–Polyakov formula[35], which describes the change of det∆

if the metric changes within a given conformal class.

7. Partial cases

7.1. From two-matrix to one-matrix model: hyperelliptic curves

Suppose thatd2 = 1, i.e., the polynomialV2 is quadratic. Then the integration wi
respect toM2 in (1.1)can be carried out explicitly, and we get the partition function of
one-matrix model:

(7.1)ZN ≡ e−N2F = C

∫
dM e−N trV (M),

whereM := M1, V := V1 andC is a constant.
Ford2 = 1 the functionf (P ) has two poles of order 1 at∞f and∞g ; thus, the spectra

curveL is hyperelliptic and the functionf (P ) defines a two-sheeted branched cover
of the Riemann sphere. The number of branch points in this case equalsm1 ≡ 2g + 2; as

before, we call themλ1, . . . , λ2g+2. The Bergmann tau-function(3.23) for hyperelliptic
curves was computed in[23]; in this case it admits the following, alternative to(4.6), (4.7),
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expression:

(7.2)τf = ∆1/4 detA,

where

(7.3)∆ :=
2g+2∏

j<k,j,k=1

(λj − λk);

A is the matrix ofa-periods of non-normalized holomorphic differentials onL:

(7.4)Aαβ =
∮
aα

xβ−1 dx

ν
.

Here

ν2 =
2g=2∏
k=1

(x − λk)

is the equation of the spectral curveL.
Substituting the formula(7.2)into (4.30), and ignoring the coefficientvd2+1 (it becomes

a part of the constantC), we get the expression

(7.5)F 1 = 1

24
ln

{
∆3 (detA)12

2g+2∏
k=1

g′(λk)

}
,

which agrees with previously known results[9–11,13].

7.2. Rational spectral curve (“one-cut” case)

For the “one-cut” case, when the spectral curveL has genus zero,F 1 was computed
in [14]. This result can be deduced from our present formalism as follows. For g
zero the expression for the Bergmann tau-function(1.22)can be rewritten in terms of th
uniformization mapz(P ) of the Riemann surfaceL to the Riemann sphere, satisfying t
conditionz(P ) = λ + O(1) asP → ∞f . The formula forτf looks as follows (see (3.32
(4.5) in[25]):

τ12
f = (vd2+1)

1+1/d2

d2+1∏
k=1

dxk

dz
(Pk).

This expression can be derived from(1.22) using the formula for the prime-form onL
obtained as pull-back of the prime-form on the Riemann sphere:
E(P,Q) = z(P ) − z(Q)√
dz(P )

√
dz(Q)

.
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Substituting this formula into(1.17)and using the chain ruledg
dxk

(Pk)
dxk

dz
(Pk) = dg

dz
(Pk),

we rewrite(1.17)as follows:

F 1 = 1

24
ln

{
v2
d2+1

d2+1∏
k=1

dg

dz
(Pk)

}
+ C,

whereC is a constant, in agreement with the formula previously obtained in[14].

7.3. Elliptic spectral curve (“two-cut” case)

Denote the period of the spectral curveL by σ . The Bergmann tau-function(1.22)for
elliptic covering with multiplicities of points at infinity equal to 1 andd2 can be represente
as follows ([25], (3.35)):

(7.6)τ12
f = η24(σ )

(
w

d(f −1)
(∞f )

)2(
w

d(f −1/d2)
(∞g)

)d2+1 d2+3∏
k=1

dxk

w
(Pk),

whereη(σ) = [ϑ ′
1(0, σ )]1/3 is the Dedekind eta-function;w is an arbitrary holomorphi

one-form onL (it is easy to see that(7.6) remains invariant ifw is multiplied by an
arbitrary constant). For simplicity we can normalizew such that at∞g we getw(P) =
d(f −1/d2(P ))[1 + o(1)]. Under this normalization we get the following expression
F 1:

(7.7)F 1 = lnη(σ) + 1

24
ln

{
(vd2+1)

1+1/d2

(
w

d(f −1)
(∞f )

)2 d2+3∏
k=1

dg

w
(Pk)

}
+ C,

which is new; it looks different (although defines the same function) from the expre
previously obtained in[15]. The expression obtained in[15] can be derived by straightfo
ward specialization of the formula(1.17)to genus 1 case using the following express
for the prime-form in genus one:

E(P,Q) = ϑ ′
1(z(P ) − z(Q))

ϑ ′
1(0)

√
dz(P )

√
dz(Q)

,

wherez(P ) is the uniformization map of the curveL to the torus with periods 1 andσ (in
the elliptic case the differentialC(P ) does not depend onP and equalsϑ ′

1(0)).
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